
LLNL-PRES-703509
This work was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore 
National Laboratory under contract DE-AC52-07NA27344. Lawrence Livermore National Security, LLC

Getting Insider Information via the 
New MPI Tools Information Interface
EuroMPI 2016

Kathryn Mohror

September 26, 2016



2Kathryn Mohror - kathryn@llnl.gov                         Scalability Team @ LLNL    http://scalability.llnl.gov
LLNL-PRES-703509

Applications that run on supercomputers simulate important physical 
phenomena and we need the answers fast
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MPI performance analysis tools relied on the profiling interface 
(PMPI) for 20+ years

MPI Implementation

MPI_Send(…)

MPI_Send(…){

++sends;

ret = PMPI_Send(…);

return ret;

} 

MPI_Recv(…)

MPI_Recv(…){

++recvs;

ret = PMPI_Recv(…);

return ret;

} 
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 Performance tools
— Profilers, tracers, analysis tools, autotuners

 Debugging/correctness tools

 Other tools
— MPI process replication, power savings,

process mapping

PMPI was very successful
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But what happens in the MPI implementation is still a black box…

MPI_Send(…)

MPI_Send(…){

++sends;

ret = PMPI_Send(…);

return ret;

} 

MPI_Recv(…)

MPI_Recv(…){

++recvs;

ret = PMPI_Recv(…);

return ret;

} 

MPI Implementation
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 Drove the design of the MPI Tools Information Interface (MPI_T)

But what happens in the MPI implementation is still a black box…

MPI_Send(…)

MPI_Send(…){

++sends;

ret = PMPI_Send(…);

return ret;

} 

MPI_Recv(…)

MPI_Recv(…){

++recvs;

ret = PMPI_Recv(…);

return ret;

} 

MPI Implementation
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 PERUSE - MPI performance revealing extensions interface
— Version 1.0 introduced in 2002 
— Defined events that represent MPI internal information 
— A tool could register for notification of interesting events
— P2P, collectives, RMA, Spawn, MPI-IO

First, a little history…. PERUSE
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Why not PERUSE?

Defined 

events too 

restrictive

Could affect 

performance 

of MPI

If I don’t support 

it am I still a 

“high quality 

implementation”?

Callback 

based API 

challenging to 

define well
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 The MPI Tools Information Interface (MPI_T for short)
— Developed over many years, by the folks in the MPI Tools Working Group
— Led by Martin Schulz

 Included in MPI 3.0 in 2012 
— Now there is a new chapter “Tool Support”
— Replaces the existing MPI profiling interface chapter
— PMPI included as a new subchapter (unchanged) 

 Took lessons learned from PERUSE in the design

Back to the drawing board for MPI_T … Lesson Learned
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MPI_T is defined as a query interface and the MPI implementation 
decides what to expose

Defined 

events too 

restrictive

Could affect 

performance 

of MPI

If I don’t support 

it am I still a 

“high quality 

implementation”?

Callback 

based API 

challenging to 

define well

Tools call into 

MPI via query 

interface

All information 

exposed is 

decided by the 

MPI 

implementation

MPI 

implementation 

gets to decide 

what and when 

variables are 

exposed

Yes, but we 

hope you will 

support it now 

that it is easier
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If nothing is defined, how does MPI_T work?

 Tools must query to see what variables are available before using them

—EVERY TIME

 MPI implementation decides what variables exist and exposes them through the 
query interface
— Variables that exist can be different between …
— … MPI implementations
— … compilations of the MPI library (debug vs. production version)
— … executions of the same application/MPI library
— … before and after MPI_Init, MPI_Finalize
— MPI implementations can decide not to provide any variables

Return Variable 
Information

MPI Implementation

Tool or Application

Query for
Variables

Measured Interval

Start
Measurement

Stop
Measurement

Read
Value
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Two kinds of variables: performance and control

 Performance Variables
— Like performance counters

 Examples
 Number of packets sent
 Time spent blocking
 Memory allocated

 Operations
— Allocate/Free Session
— Allocate/Free Handle
— Reset/Write Variable
— Start Variable
— Stop Variable
— Read/Readreset Variable

 Control Variables
— Configuration 
— Environment variables

 Examples
 Parameters like Eager Limit
 Startup control
 Buffer sizes and management

 Operations
— Allocate Handle
— Read/Write Variable

• Scoping to define to 
which ranks a 
configuration change 
must be applied to

— Free Handle
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 This was a bit of a chicken vs the egg problem
— Tools needed MPI implementations that support it
— Without tools that use it, not much demand for support in MPI implementations
— MPI implementation developers said

• What kinds of variables should we expose?
— Tool developers said

• What do you have?

 MPI implementations soon came on board with 
initial support
— MPICH, MVAPICH, Open MPI

 And tools followed soon after

We made the interface – will anyone use it?
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 Simple tool to display all variables offered
— Extract descriptions and metadata
— Read default values

 Use cases
— Gather information about which variables are available
— Documentation of runtime environment

 Tanzima Islam, Kathryn Mohror, and Martin Schulz. Exploring the Capabilities of 
the New MPI_T Interface. EuroMPI/ASIA '14.

2014: First tool on the scene -- VarList
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VarList: Control Variables in Open MPI

Tanzima Islam, Kathryn Mohror, and Martin Schulz. Exploring the Capabilities of the New MPI_T Interface. EuroMPI/ASIA '14.
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VarList: Performance Variables in MVAPICH

Tanzima Islam, Kathryn Mohror, and Martin Schulz. Exploring the Capabilities of the New MPI_T Interface. EuroMPI/ASIA '14.
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 Basic tool to profile MPI_T information
— Calipers for whole program execution
— Predefined counters defined through environment variable

• Identify with Varlist
— Alternatively: monitor all available variables

 Implemented as a PMPI tool
— Transparent preloading
— Data collected and printed at the end of execution

 Following experiments
— LLNL TLCC cluster (Dual socket Intel Sandybridge nodes and IB)
— MVAPICH2-2.0a 

2014: We developed Gyan to see what we could learn using MPI_T

Tanzima Islam, Kathryn Mohror, and Martin Schulz. Exploring the Capabilities of the New MPI_T Interface. EuroMPI/ASIA '14.



18Kathryn Mohror - kathryn@llnl.gov                         Scalability Team @ LLNL    http://scalability.llnl.gov
LLNL-PRES-703509

Gyan: Produces simple text output for the execution telling the value 
of performance variables

Tanzima Islam, Kathryn Mohror, and Martin Schulz. Exploring the Capabilities of the New MPI_T Interface. EuroMPI/ASIA '14.
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Variable Description

posted_recvq_match Counts how many times the queue for receiving expected 

messages is read. 

unexpected_recvq_match Counts how many times the queue for receiving unexpected 

messages is read.

mem_allocated_level Gives the instantaneous memory usage by the library in bytes. 

mem_allocated_highwater Gives the maximum number of bytes ever allocated by the MPI 

library at a given process for the duration of the application. 

Gyan: Performed case studies using a few potentially interesting 
variables
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Gyan: Receive Queues for NAS BT

Tanzima Islam, Kathryn Mohror, and Martin Schulz. Exploring the Capabilities of the New MPI_T Interface. EuroMPI/ASIA '14.
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Gyan: Receive Queues for NEK5000

Tanzima Islam, Kathryn Mohror, and Martin Schulz. Exploring the Capabilities of the New MPI_T Interface. EuroMPI/ASIA '14.
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Gyan: Memory Consumption for NEK5000

Tanzima Islam, Kathryn Mohror, and Martin Schulz. Exploring the Capabilities of the New MPI_T Interface. EuroMPI/ASIA '14.
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 Explores control variable space to find best 
values to recommend to user

 Worked with MPICH team to expose new 
variables
— And to make some control variables changeable 

runtime when possible

 Periscope measurement framework has been
incorporated into Score-P

 Isaías A. Comprés, “On-line Application-specific Tuning with the Periscope Tuning 
Framework and the MPI Tools Interface,” Petascale Tools Workshop, August 2014.

2014: Periscope autotuner used MPI_T to explore parameter space of 
configuration variables
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Periscope search finds best algorithm for MPI_Allreduce is not always 
chosen by default

Isaías A. Comprés, “On-line Application-specific Tuning with the Periscope Tuning Framework and the MPI Tools Interface,” Petascale

Tools Workshop, August 2014.
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Periscope search the default choice for MPI_Reduce showed even 
more differences in performance over the best 

Isaías A. Comprés, “On-line Application-specific Tuning with the Periscope Tuning Framework and the MPI Tools Interface,” Petascale

Tools Workshop, August 2014.
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 Approach of MPI Advisor is to recommend optimizations to users 

 Used MPI_T control variables 
to explore settings for 
— Point-to-point protocol threshold 

(eager limit)
— Choice of algorithms for collectives

 Working with both MVAPICH2 and Open MPI
— Continuing work with Open MPI

 Esthela Gallardo, Jerome Vienne, Leonardo Fialho, Patricia Teller, and James Browne. 
MPI Advisor: a Minimal Overhead Tool for MPI Library Performance Tuning. EuroMPI
'15.

2015: MPI Advisor used MPI_T to find optimal settings for 
performance
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 Used MPI_T to identify value of eager threshold control variable

 Used mpiP performance data to determine the number and size of messages

 If their algorithm determines that application could benefit from changing eager 
threshold, they tell user

 CFOUR benchmark
— Converts disk transactions

into distributed memory 
transactions with MPI

— MVAPICH2 control variable
MV2_IBA_EAGER_THRESHOLD
from default 17KB to 256KB

— ~5x improvement for write

MPI Advisor: Eager limit analysis

Esthela Gallardo, Jerome Vienne, Leonardo Fialho, Patricia Teller, and James Browne. MPI Advisor: a Minimal Overhead Tool for MPI 

Library Performance Tuning. EuroMPI '15.
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 For each collective operation there are several algorithms provided by each MPI 
library that implement the operation

 MPI Advisor determines whether a better algorithm could be used than default 
and recommends it to the user

 ASP application that uses MPI_Bcast

 Found that by default MVAPICH2 was
slower than Intel

 After changing MV2_INTER_BCAST_TUNING variable performance improved by 
~8%, on par with Intel performance

MPI Advisor: Collective algorithms

Esthela Gallardo, Jerome Vienne, Leonardo Fialho, Patricia Teller, and James Browne. MPI Advisor: a Minimal Overhead Tool for MPI 

Library Performance Tuning. EuroMPI '15.
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 Tuning and Analysis Utilities (22+ year project)

 Comprehensive performance profiling and tracing
— Integrated, scalable, flexible, portable
— Targets all parallel programming/execution 

paradigms

 http://tau.uoregon.edu

 Recently been collaborating with MVAPICH2 
group to use the MPI_T interface to make 
recommendations for performance to users
— Co-design effort for implementing new 

performance and control variables

 Sameer Shende et al., Performance Evaluation using the TAU Performance System, 
MVAPICH User Group Meeting, August 2016.

2016: TAU group further advancing the capabilities of tools that use 
MPI_T
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TAU: Collaborating with MVAPICH2 team to expose new performance 
variables

Sameer Shende et al., Performance Evaluation using the TAU Performance System, MVAPICH User Group Meeting, August 2016.
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TAU: … and new control variables

Sameer Shende et al., Performance Evaluation using the TAU Performance System, MVAPICH User Group Meeting, August 2016.
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TAU: Total memory used for VBUFs improved by setting control 
variable, signficantly reduces MPI memory footprint 

Sameer Shende et al., Performance Evaluation using the TAU Performance System, MVAPICH User Group Meeting, August 2016.
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 Kind of a chicken and egg problem

 Little by little folks are starting to develop 
tools and expose more variables
— Collaborations like those between TAU and 

MVAPICH2, Periscope and MPICH, MPI 
Advisor and Open MPI

— More tools in the future

 Not sure how the undefined variables will 
play out
— Will tool developers create a unified 

taxonomy of variables (like PAPI does for hardware counters)?

MPI_T: What’s the verdict?
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 Extend MPI_T to support event type variables
— Call backs to notify tool of event occurrence
— E.g., when message placed in queue for non-blocking communication
— Again not defined what the events will be

 Fix the original profiling interface PMPI
— Only one tool can use it at a time
— Prohibits layering of tools and libraries
— Complete redesign of the interface

 https://github.com/mpiwg-tools/tools-issues/wiki

What’s next for the Tools Working Group for performance tools?




